
  

Testing Collaborative Filtering against Co-Citation 
Analysis and Bibliographic Coupling  

for Academic Author Recommendation  
Tamara Heck 

Heinrich-Heine-University 
Dept. of Information Science 

D-40225 Düsseldorf, Germany 

Tamara.Heck@hhu.de

Isabella Peters 
Heinrich-Heine-University 

Dept. of Information Science 
D-40225 Düsseldorf, Germany 

Isabella.Peters@hhu.de 

Wolfgang G. Stock 
Heinrich-Heine-University 

Dept. of Information Science 
D-40225 Düsseldorf, Germany 

Stock@phil.hhu.de 
 
 

ABSTRACT 
Recommendation systems have become an important tool to 
overcome information overload and help people to make the right 
choice of needed items, which can be e.g. documents, products, 
tags or even other people. Last attribute has aroused our interest: 
Scientists are in need of different collaboration partners, i.e. 
experts for a special topic similar to their research field, to work 
with. Co-citation and bibliographic coupling have become 
standard measurements in scientometrics for detecting author 
similarity, but it can be laborious to elevate these data accurately. 
As collaborative filtering (CF) has proved to show acceptable 
results in recommender systems, we investigate in the comparison 
of scientometric analysis methods and CF methods. We use data 
from the social bookmarking service CiteULike as well as from 
the multi-discipline information services Web of Science and 
Scopus to recommend authors as potential collaborators for a 
target scientist. The paper aims to answer how a relevant author 
cluster for a target scientist can be proposed with CF and how the 
results differ in comparison with co-citation and bibliographic 
coupling. In this paper we will show first result, complemented by 
an explicit user evaluation with the help of the target authors. 

Categories and Subject Descriptors 
H.2.8 [Database Management]: Database Applications – 
Scientific databases. H.3.3 [Information Storage and 
Retrieval]: Information Search and Retrieval – Information 
filtering. H.3.5 [Information Storage and Retrieval]: Online 
Information Services – Web-based services. 

General Terms 
Measurement, Experimentation, Human Factors, Management.  

Keywords 
Collaborative Filtering, Recommendation, Evaluation, Social 
Bookmarking, Personalization, Similarity Measurement, 
Bibliographic Coupling, Author Co-Citation, Social Tagging. 

1. INTRODUCTION 
An important task for knowledge management in academic 
settings and in knowledge-intensive companies is to find the 

“right” people who can work together to solve successfully a 
scientific or technological problem. This can either be a partner 
having the same skills and providing similar know-how, or 
someone with complementary skills to form a collaborative team. 
In both cases the research interests must be similar. Amongst 
others this interest can be figured out with a person’s scientific 
publications. Exemplarily, we will list some situations in which 
expert recommendations are very useful:  

• compilation of a (formal) working group in a large university 
department or company,  

• compilation of researchers for preparing a project proposal for a 
research grant (inside and outside the department and company),  

• forming a Community of Practice (CoP), independent from the 
affiliation with the institutions following only shared interests,  

• accosting colleagues in preparation of a congress, a panel or a 
workshop,  

• asking colleagues for contributions to a handbook or a 
specialized journal issue,  

• finding appropriate co-authors.  
It is very important for cooperation in science and technology that 
the reputation of the experts is proved [15]. A recommendation 
service must not suggest just anybody who is possibly relevant, 
but has to check up on the expert’s reputation. The reputation of a 
person in science and technology grows with her or his amount of 
publications in peer-reviewed journals and with the citations of 
those publications [14]. So we are going to use academic 
information services, which stores publication and citation data, as 
basis for our author recommendation. Multi-discipline 
information services which allow publication and citation counts 
are Web of Science (WoS) and Scopus [34, 40, 41]. Additionally 
our experimental expert recommendation applies also data from 
CiteULike, which is a social bookmarking service for academic 
literature [18, 22]. So we can not only consider the authors’ 
perspectives (by tracking their publications, references and 
citations via WoS and Scopus), but also the perspectives of the 
readers (by tracking their bookmarks and tags via CiteULike) to 
recommend relevant partners. Our research questions are: 1) Can 
we propose a relevant author cluster for a target scientist with CF 
applying CiteULike data? 2) Are these results different to the 
results based on co-citation and bibliographic coupling?   

Recommender systems (RS) nowadays use different methods and 
algorithms to recommend items, for e.g. products, movies, music, 
articles, to a Web user. The aim is personalized recommendation 
[5], i.e. to get a list of items, which are unknown to the target user 
and which he might be interested in. One problem is to find the 
best resources for user a and to rank them according to their 
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relevance [16]. Two approaches are normally distinguished 
(among other distinctive recommender methods and 
hybridizations): The content-based approach, which tries to 
identify similarities between items based on their content and 
positively rated by user a,  and the collaborative filtering approach 
(CF), which not only considers the ratings of user a, but also the 
ratings of other users [a.o. 16, 20, 25, 35, 37, 42, 48]. One 
advantage of CF compared to the content-based method is that 
recommendations rely on the evaluation of other users and not 
only on the item’s content, which can be inappropriate for quality 
indication.  

RS work with user ratings assigned to the items, also called user-
item response [16]: They can be scalar (e.g. 1-5 stars), binary 
(like/dislike) or unary, i.e. a user doesn’t rate an item, but his 
purchase or access of the item is assumed as a positive response. 
The latter user-item response can also be used for 
recommendations in social tagging systems (STS) as e.g. social 
bookmarking systems like BibSonomy, CiteULike and Connotea 
[38]. STS have a folksonomy structure with user-resource-tag 
relations, which is the basis for CF. In STS not only 
recommendations of items are possible, but also recommendations 
of tags and users, which is the basis for our academic author 
recommendations. We apply approaches of CF to recommend 
potential collaboration partners to academic researchers. Hereby 
we ask if CF in a STS recommends different results than the 
established scientometric measurements, author co-citation and 
bibliographic coupling of authors. In general these measurements 
are not explicitly used for recommendation, but rather for author 
and scientific network analysis [54].  

2. RELATED WORK 
RS can be constructed in many different ways, e.g. choosing the 
appropriate algorithm especially for personal recommendation 
[54], defining user interactions and user models [44], facing 
criteria like RS accuracy, efficiency and stability [16] and 
focusing on optimal RS learning models [47]. With the 
appearance of bookmarking and collaboration services in the 
Web, several algorithms and hybridizations have been developed 
[27]. They may differ in combination of the considered relations 
between users, items and tags and the used weights. Similarity 
fusion [59] for example combines user- and item-based filtering 
(subcategories of CF) and additionally adds ratings of similar 
items by similar users. Cacheda et al. give an overview of 
different algorithms and compare the performances of the 
methods, also proposing a new algorithm, which takes account of 
the users’ positive or negative ratings of the items [11]. Bogers 
and van den Bosch compare three different collaborative filtering 
algorithms, two item-based and one user-based. The latter one 
outperformed the others throughout a time of 37 months [8]. But 
the most evident problem seems to be the cold-start, i.e. new items 
cannot be recommended at the beginning [2]. Said et al. are also 
concerned with the cold-start problem and the performance of 
different algorithms within a time span: Thereby adding tag 
similarity measures can improve the quality of item 
recommendation because tags offer more detailed information 
about items [50]. Hotho et al. propose the FolkRank [27], a graph 
based approach similar to the idea of the PageRank, which can be 
applied in a system with a folksonomy structure like a 
bookmarking service. Hereby users, tags and resources are the 
nodes in the graph and the relations between them become the 
weighted edges, taken into account weight-spreading like the 
PageRank does. In the current approach similarity based on users 
and tags within CiteULike is measured separately. Using the 
relations between them, like it is done in the FolkRank method, 
may lead to better recommendations. However this method may 

not be applied to bibliographic coupling and author co-citation 
[see paragraph 3] without modifications. 

Several papers investigate in expert recommendation mainly for 
business institutions [45, 46, 62]. Petry et al. developed the expert 
recommendation system ICARE, which should recommend 
experts in an organization. Therefore the focus doesn’t lie on an 
author’s publications and citations, but for example on his 
organizational level, his availability and his reputation [45]. 
Reichling and Wulf investigated in a recommender system for a 
European industrial association supporting their knowledge 
management, foregone a field study and interviews with the 
employees. Experts were defined according to their collection of 
written documents, which were automatically analyzed. 
Additionally a post-integrated user profile with information about 
their background and job is used [46]. Using user profiles in 
bookmarking services could also be helpful to provide further 
information about a user’s interests and prove user 
recommendation, which could be an investigating new research 
approach. However this approach has serious problems with 
privacy and data security on the Web. 

Apart from people recommendation for commercial companies 
[a.o. 12, 51] other approaches concentrate on Web 2.0 user and 
academics. Au Yeung et al., using the non-academic bookmarking 
system Del.icio.us, define an expert user as someone who has 
high-quality documents in his bookmark collection (many others 
users with high expertise have them in their collection) and who 
tends to identify useful documents before other users do it 
(according to the timestamp of a bookmark) [3]. In comparison 
their SPEAR algorithm is better for finding such experts than the 
HITS algorithm, which is used for link structure analysis. 
Compared to the current approach the “high-quality documents” 
in this experiment are the publications of our target author, i.e. a 
user who has bookmarked one of these publications is important 
for our user-based recommendation (see paragraph 3). A weighed 
approach like Yeung et al. did it when they weighted a user’s 
bookmarks according to their quality could also be interesting to 
test. Blazek focuses on expert recommendation sets of articles for 
a “Domain Novice Researcher”, i.e. for example new academics, 
who enter a new domain using a collection of academic 
documents [7]. A main aspect hereby is again the cold start 
problem: Citation analysis can hardly be applied for novice 
researchers, as long as there are no or only few references and 
citations. Therefore in the current approach only target authors 
where chosen, who have at least published five articles in the last 
five years. Blazek understands his expert recommendation mainly 
as a recommendation of relevant documents. Heck and Peters 
propose to use social bookmarking systems for scientific literature 
such as BibSonomy, CiteULike and Connotea to recommend 
researchers, who are unknown to the target researcher, but share 
the same interests and are therefore potential cooperation partners 
to build CoP [24]. Users are recommended when they have either 
common bookmarks or common tags, a method founded on the 
idea of CF. A condition is that the researcher, who should get 
relevant expert recommendations, must be active in the social 
bookmarking system and put his relevant literature to his internet 
library. In this project, beneath the additional comparison of CF 
against co-citation and bibliographic coupling, we avoid the 
problem of the “active researcher”, i.e. we have a look at the users 
in CiteULike, who have bookmarked our target researcher’s 
publications. Therefore the recommendation doesn’t depend on 
the target scientist himself, which would be based on his 
bookmarks and assigned tags, but on the bookmarking users and 
their collaborative filtering.  The approach of Cabanac is similar 
to [24], but he concentrates only on user similarity networks and 



  

relevant articles, not on the recommendation of unknown 
researchers [10]. He uses the concepts of Ben Jabeur et al. to build 
a social network for recommending relevant literature [4]. The 
following entities can be used: Co-authorship, Authorship, 
Citation, Reference, Bookmarking, Tagging, Annotation and 
Friendship. Additionally Cabanac adds social clues like 
connectivity of researchers and meeting opportunities on scientific 
conferences. According to him these social clues lead to a better 
performance of the recommendation system. Both approaches [4, 
10] aim to build a social network to show the researcher 
connectivity to each other. In this project co-authorship for 
example is not important, as we try to recommend unknown 
researchers or academics our target author has not in his mind. 
Zanardi and Capra, proposing a “Social Ranking”, calculate 
similarity between users based on same tags and tag-pairs based 
on same bookmarks they both describe [63]. The tag similarity is 
compared with a user’s query tag; both user and tag similarity are 
then combined. The results show that user similarity improves 
accuracy whereas tag similarity improves coverage.  

Another important aspect with RS is their evaluation. RS should 
not only prove accuracy and efficiency, but also usefulness for the 
users [26]. The users’ need must be detected to make the best 
recommendation. Beneath RS evaluation based on models [29], 
some papers investigate in user evaluation [39]. McNee et al. 
show recommender pitfalls to assure users acceptance and 
growing usage of recommenders as knowledge management tools. 
This is also one of our main aspects in this paper because we want 
to recommend potential collaboration partners to our target 
scientists. They have to prove the recommended people as useful 
for their scientific work.         

3. MODELING RECOMMENDATION 
3.1 Similarity Algorithm 
The most common similarity measures in Information Science are 
Cosine, Dice and Jaccard-Sneath [1, 2, 31, 33, 49, 57]. The last 
two are similar and come to similar results [17]. Additionally 
Hamers et al. proved that the similarity measures with the cosine 
coefficient are twice the number than the Jaccard coefficient 
showed referring to citation measurements [21]. According to van 
Eck and Waltman the most popular similarity measures are the 
association strength, the cosine, the inclusion index and the 
Jaccard index [58]. In our comparative experiment we make use 
of the cosine. Our own experiences [23] and results from the 
literature [49] show that cosine works well. But in later project 
steps we want to extent the similarity measures to Dice and 
Jaccard-Sneath as well. 

3.2 Collaborative Filtering Using Bookmarks 
and Tags in CiteULike 
Social bookmarking systems like BibSonomy, Connotea and 
CiteULike have become very popular [36]: Unlike bookmarking 
systems like Del.icio.us they focus on academic literature 
management. Basis for social recommendation are their 
folksonomies. A folksonomy [38, 43] is defined as a tuple F: = 
(U, T, R, Y), where U, T and R are finite sets with the elements 
usernames, tags and resources and Y is a ternary relation between 
them: Y ⊆U x T x R with the elements called tag actions or 
assignments. The tripartite structure allows matching users, 
resources or tags which are similar to each other. CF uses data of 
the users in a system to measure similarity [16]. To get a 2-
dimensional matrix for applying traditional CF, which is not 
possible in the ternary relation Y, one could split F in three 2-
dimensional subsets: The docsonomy DF:= (T, R, Z) where Z ⊆ T 
x R, the personomy PUT:= (U, T, X) where X ⊆U x T, and the user-

resource relation, which we call in our case personal bookmark 
list (PBL): PBLUR:= (U, R, W) where W ⊆ U x R.  

In our experimental comparison we want to cluster scientific 
authors who have similar research interests. Scientometric 
analyses are co-citation and bibliographic coupling, which we 
compare with data from CiteULike using CF.  Therefore we are 
not interested in the CiteULike users themselves, but in their tags 
and bookmarks they connect with our target author, i.e. the 
bookmarked papers which our target author published. We set Ra 
for all bookmarked articles which our target author a published 
and Ta for all tags which are assigned to those articles. To set our 
database for author similarity measure we have two possible 
methods:  

1. We search for all users u 𝜖 U who have at least one 
article of the target author a in their bookmark list:  
PBLURa:= (U, Ra, W) where W ⊆ U x Ra . 

2. We search for all documents, to which users assigned 
the same tags like to the target author’s a articles: DFa:= 
(Ta, R, Z) where Z ⊆ Ta x R. 

The disadvantage in the first method, in our case, is the small 
number of users. It can be difficult to rely only on these users for 
identifying similarity [30]. Therefore we use the second method: 
Resources (here: scientific papers) can be supposed similar, if the 
same tags have been assigned to them. Our assumption is that also 
the authors of these documents are similar because users describe 
their papers with the same keywords. Tags show topical relations, 
and authors with thematically relations concerning their research 
field are potential collaboration partners. Additionally the more 
common tags two documents have, the more similar they are. In 
some cases very general tags like “nanotube” and “spectroscopy” 
were assigned to our target authors’ articles. So we decided to set 
a minimum of unique tags a document must have in common with 
a target author’s document:     

DFa:= (Ta, R, Z) where Z ⊆ Ta x R e. {r ∈ Ta x R with |Ta| ≥ 2}  (1) 

On this database we measure author similarity in two different 
ways: (A) Based on common tags t assigned to the authors’ 
documents by users; (B) Based on common users u. We use the 
cosine coefficient as explained above:  

𝑎)𝑠𝑖𝑚(𝑎, 𝑏): =
𝑇𝑎 ∩ 𝑇𝑏
�𝑇𝑎 ∗ 𝑇𝑏

           𝑏)𝑠𝑖𝑚(𝑎, 𝑏): =
𝑈𝑎 ∩ 𝑈𝑏
�𝑈𝑎 ∗ 𝑈𝑏

         (2) 

Consider that the latter method leads to different results than 
applying the proposed first method for database modeling. If we 
would apply the first method, we would find all users who have at 
least one document of target author a in their bookmark list. With 
the second method, we get all users, who have at least one 
document in their bookmark list, which is similar to any of target 
author’s a articles, i.e. users who bookmarked a document of a 
may be left out. As we want to apply one unique dataset for author 
similarity measure, we do not merge both methods, but measure 
tag-based and user-based similarity in the dataset described above. 
Nevertheless where no tags were available, we chose the first 
method (see paragraph 5).  

3.3 Author Co-Citation and Bibliographic 
Coupling of Authors  
There are four relations between two authors concerning their 
publications, references and citations: co-authorship, direct 
citation, bibliographic coupling of authors and author co-citation. 
The first two relationships are not appropriate for our problem, for 
here it is sure that one authors knows the other: of course, one 
knows his co-authors, and we can assume, that an author knows 



  

who she has cited. Our goal is to recommend unknown scientists. 
Bibliographic coupling (BC) [28] and co-citations (CC) [55] are 
undirected weighted linkages of two papers, calculated through 
the fraction of shared references (BC) or co-citations (CC). We 
aggregate the data from the document level to the author level.  

Bibliographic coupling of authors means that two authors a and b 
are linked if they cite the same authors in their references. We 
mine data about bibliographic coupling of authors by using WoS, 
for this information service allows searches for “related records”, 
where the relation is calculated by the number of references a 
certain document has in common with the source article [13, 56]. 
Our assumption is: Two authors who have two documents with a 
high number of same references are more similar than two authors 
who have a high number of same references in many documents, 
i.e. the number of same references per document is important. 
Consider authors a, b and c: 

                                       𝑠𝑖𝑚(𝑎, 𝑏)  > 𝑠𝑖𝑚(𝑎, 𝑐)                                (3) 
if  

𝑅𝑒𝑓𝑎 ∩ 𝑅𝑒𝑓𝑏

𝐷𝑎∪
.   𝐷𝑏

 >  
𝑅𝑒𝑓𝑎 ∩ 𝑅𝑒𝑓𝑐

𝐷𝑎∪
.    𝐷𝑐

                         (4) 

where Ref is the set of references of an author and D the set of 
documents of an author {d ∈ D x Refa}. For example: author a has 
6 references in common with author b and c. These 6 common 
references are found in two unique documents of author a, 
respectively of author b, but in 6 unique documents of author c, 
i.e.:   

6
2 + 2

 >  
6

2 + 6                                     (5) 
 
Therefore it can be said that authors a and b are similar if there 
documents have similar reference lists. Our assumption leads to 
the following dataset model for BC, where we take all authors of 
related documents with at least n  common references with any of 
the target author’s publications, where n may vary in different 
cases: 

BC:= (Refd(a), D, S) where S ⊆ Refd(a x D and {d ∈ D | Refd(a)| ≥ n, 
n 𝜖 ℕ}            (6) 

where Refd(a) is the number of references in one document d of 
target author a. Unique authors of the dataset are accomplished; 
the list of the generated authors of the related documents is cut at 
m 𝜖 ℕ unique authors (m > 30) because their publications and 
references for BC have to be analyzed manually in WoS. For 
these related authors we measure similarity with the cosine (Eq. 
2a), where T is substituted with H and Ha is the number of unique 
references of target author a and Hb the number of references of 
author b.  

Author Co-Citation (ACC) [32, 52, 53, 60, 61] means that two 
authors a and b are linked if they are cited in the same documents. 
ACC is then measured with cosine (Eq. 2a), where T is substituted 
with J and Ja is the number of unique citing articles which cite 
target author a and Jb is the number of unique citing articles which 
cite author b. To mine the author-co-citation data it is not possible 
to work with WoS, for in the references section of a bibliographic 
entry there is only the first author of the cited documents and not, 
what is needed, a declaration of all authors [65]. Therefore we are 
going to mine those data from Scopus, for here we can find more 
than one author of the cited literature. We perform an inclusive 
all-author co-citation, i.e. two authors are considered co-cited 
when a paper they co-authored is cited [64]. The dataset is based 
on the documents which cite at least one of the target author’s 
articles in Scopus: 

ACC:= (D, Ca, Q) where Q ⊆ D x Ca with |Q| > 0        (7) 

where Ca is the set of cited articles of target author a. The list of 
potential similar authors is cut at m 𝜖 ℕ unique authors (m > 30) 
because their publications for ACC have to be analyzed manually 
in Scopus. With regards to the results of the research literature, 
both methods, BC and ACC in combination, perform best to 
represent research activities [6, 9, 19]. Applying the proposed four 
mined datasets and similarity approaches we can assemble four 
different sets of potential similar authors, which we call clusters. 
One cluster is based on BC in WoS, one cluster is based on ACC 
in Scopus, one cluster is based on common users in CiteULike 
and one cluster is based on common tags in CiteULike. We can 
now analyze the authors who are most similar to our target author 
according to the cosine coefficient and evaluate the results. 
Additionally based on the mined datasets we can also measure 
similarity between all authors of a cluster. These results are shown 
in visualizations, which we call graphs. Therefore for each cluster 
a visualized graph exists which will also be evaluated.  

4. DATASET LIMITATIONS 
While filtering the information in the three information services 
different problems arise, which we would point out briefly, 
because the recommendation results highly depend on the source 
dataset. In Scopus we detected differences in the metadata: An 
identical article may appear in different ways, i.e. for example 
title and authors may be complete in one reference list of an 
article, but incomplete in a reference list of another article. In our 
case, several co-authors in the dataset are missed and could not be 
considered for co-citation. The completeness of co-authorship 
highly varies: In a random sample, where the co-citation dataset is 
adjusted with data of the Scopus website, five of 14 authors have 
a complete coverage, three of them have coverage between 70 and 
90 %, five between 55 and 70 % and one author only has coverage 
of about 33 %. In the information services there is the problem of 
homonymy concerning author names. Additionally in CiteULike 
users also misspell author names, which were rechecked for our 
dataset. The id-number for an author in Scopus is practical for 
identification, but it may also fail when two or more authors with 
the same name are allocated to the same research field and change 
their working place several times. In WoS we don’t have an 
author-id and it is more difficult to distinct a single person. 
Therefore we check the filtered author’s document list and if 
necessary correct it based on the articles’ subject area. 

5. EXPERIMENTAL RESULTS 
We cooperate with physicists of the Forschungszentrum Jülich 
and worked with 6 researchers so far. For any of the 6 target 
academic authors (35-50 years old) we build individual clusters 
with authors who are supposed to be similar to them. We limit 
source for the dataset modeling to the authors’ publications 
between 2006-2011 to make recommendations based on the actual 
research interest of the physicist. To summarize, any scientist got 
the following four clusters: 1. Based on author co-citation (COCI) 
in Scopus, 2. Based on bibliographic coupling (BICO) in WoS, 3. 
Based on common users in CiteULike (CULU) and 4. Based on 
common tags in CiteULike (CULT). Based on the cosine 
similarity we are also able to show graphs of all four clusters 
using the cosine coefficient for similarity measure between all 
authors (e.g. Fig. 1 and Fig. 2). We applied the software Gephi1 
for the cluster visualization. The nodes (=authornames) are sized 
according to their connections, the edges are seized according to 
the cosine weight. Consider that the CiteULike graphs are much 
bigger because all related authors are taken into account. To get a 
                                                                 
1 http://gephi.org/ 



  

clear graph arrangement for a better evaluation, we set thresholds 
based on the cosine coefficient when needed. Additionally we left 
out author-pairs with a similarity of 1 if they had only one user or 
tag (in the CiteULike dataset) in common because this would 
distort the results.   
While modeling the datasets we found out that one of the six 
authors didn’t have any users, who bookmarked any of his articles 
in CiteULike. Some articles were found, but they were adjusted to 
the system by the CiteULike operators themselves, so the 
CiteULike clusters couldn’t be modeled for this scientist. One 
researcher’s articles were bookmarked, but not tagged. In this 
case, we used method 1 in 3.2 to model the dataset. In all four 
clusters we ranked the similar authors with the cosine. In general 
it can be seen that the cosine coefficient for BC is very low 
according to the one for ACC and similarity measures in 
CiteULike. This is because some authors have a lot of references, 
which minimize similarity. Additionally similarity is 
comparatively very high for measurements in CiteULike because 
the number of users and assigned tags related to the target 
authors’ publications was relatively low.      

6. EVALUATION 
To prove our experimental results we let our 6 target physicists 
evaluate the clusters as well as the graphs. The evaluation is 
divided in three parts. Part one is arranged in a semi-structured 
interview with questions about the scientist’s research behavior 
and the purchase of relevant literature as well as his working 
behavior, i.e. is he organized in teams and with whom does he 
cooperate? These questions should show a picture of the scientists 
work and help to estimate the following evaluation results. In the 
second part the target author has to rank the proposed similar 
authors according to their relevance. Therefore the ten top authors 
of all four measurements are listed in alphabetical order (co-
authors eliminated). The interviewee should tell if he knew the 
proposed authors, how important these authors are for his research 
(rating from not important (1) to very important (10)), with whom 
he would cooperate and which important authors he misses.  

In part three our author has to evaluate the cluster graphs (rating 
from 1 to 10) according to the distribution of the authors and the 
generated groups. Here the questions are: 1. Due to your 
individual valuation does the distribution of the authors reflect 
reality respective to the research community and the 
collaborations of them? 2. Are there any other important authors 
you didn’t remember before? 3. Would this graph, i.e. the 
recommendation of similar authors, help you e.g. to organize a 
workshop or find collaboration partners?  

We will shortly summarize the interesting answers of part one: As 
confirmed in our earlier studies [24] most of the physicists work 
in research teams, i.e. they collaborate in small groups (in general 
not more than 5 people). The choice of people for possible 
collaboration highly depends on their research interest: There 
must be a high thematic overlap. On the other hand, if the overlap 
is too high, it could be disadvantageous. Some authors, who 
claimed a similar author in a cluster important, stated that they 
wouldn’t cooperate with him because he exactly does the same 
research, i.e. he is important for their own work, but rather a 
competitor of them. Additionally another statement against 
collaboration was less thematically overlap. Successful 
collaborations with international institutes are aspired. In general 
our interviewees meet new colleagues at conferences and 
scientific workshops.   

Part two of the evaluation is concerned with the similar author 
ranking. We analyze all authors an interviewee claimed important 
with at least a rating of 5 and all important authors, which the 
researcher additionally added and which were not on the Top 10 
list of any cluster. In general our target authors have up to 30 
people they claim most important for their recent scientific work. 
Figure 3 shows the coverage of these important authors for the 
first 20 ranks based on the cosine (consider author 6 didn’t have 
any publication bookmarked in CiteULike). For example 
concerning target author 1: 30 % of the 20 most similar authors of 
the co-citation cluster (COCI) are claimed important. In the 
bibliographic coupling cluster (BICO) it is 20 %, in the CiteULike 
cluster based on users (CULU) 30 % and in the CiteULike cluster 
based on tags 25 %. Compared to the other target authors there are 
great differences. The BICO and COCI cluster can be said to 
provide the best results except by author 1 and 5. Concerning the 

Figure 1. Extract of a CULT graph, circle = target author, 
cosine interval 0.99-0.49. 

 
Figure 2. BICO graph, circle = target author,  

cosine threshold 0.2. 

Figure 3. Coverage of important authors in the 
recommendation of the Top 20 authors. 
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CiteULike clusters they are slightly worse, but not in all cases: By 
author 1 the CULU provide the same coverage than COCI, both 
CULU and CULT are better than BICO. By author 5 (no CULT 
because no tags were assigned) CULU has full coverage, which 
means that all the 20 top authors ranked by the cosine are claimed 
important by the target author. Beneath the coverage results 
shown in figure 3 it is interesting to look at the important authors 
who were only found on the CiteULike clusters: E.g. 6 of the 29 
important authors of target author 1 are only in the CiteULike 
cluster, the same applies to 5 of 19 important authors of target 
author 2.       

The great differences may also depend on the interviewees’ recent 
research activities: Some of the physicists said that they slightly 
changed their research interest. Hitherto similar authors who were 
important in the past aren’t important nowadays. One problem 
with our applied similarity measure may be that it is based on past 
data, i.e. publications of the last five years. The authors the 
interviewees marked as important, are important for recent 
research. If we would have considered all authors who are or have 
been important, the results for the clusters would have been better. 

In the third part of the evaluation the interviewee had to evaluate 
the graphs. The average cluster relevance (based on six target 
users) are 5.08 for COCI, 8.7 for BICO, 2.13 for CULU and 5.25 
for CULT. Consider only four authors had publications and tags 
in CUL to be analyzed. For author 5, for whom we applied 
method 1 (see 3.2) in case of missing tags, no CiteULike graph 
could be modeled because only one user bookmarked his articles 
and we measured author similarity only on the numbers of authors 
this user had in his literature list. Two authors claimed BICO and 
CULT to be very relevant and proposed to combine these two to 
get all important authors and relevant research communities. In 
BICO and COCI some interviewees missed important authors. 
Two of the interviewees stated that the authors in BICO and 
COCI are too obvious to be similar and were interested in bigger 
graphs with new potential interesting colleagues. A combined 
cluster could help them to find researcher groups, partners for 
cooperation and it would be supportive to intensify relationships 
among colleagues. Looking at the graphs almost all target authors 
recollected important colleagues, who didn’t come to their mind 
first, which they found very helpful. They stated that bigger 
graphs like CULT show more unknown and possible relevant 
people. However to give a clear statement about the similar 
researchers who were unknown by the target user, the interviewee 
would have had to look at these researchers’ publications. 
Assumptions can be made that if an unknown person is clearly 
connected to a known relevant researcher group, this person 
would do similar relevant work. As the interviewees stated that 
the distribution of the researchers is shown correctly, it is likely, 
but not explicitly proved, that the unknown scientist are also 
allocated correctly within the graph.  

An important factor for all interviewees is a clear cluster 
arrangement. A problem which may concern CUL clusters is the 
sparse dataset, i.e. if only few tags were assigned to one author’s 
publications or only one user bookmarked them, the cluster cannot 
show high distinguishable communities. That was the case with 
author 2 and 5. Author 2 gave worse ratings to the CUL graphs 
because they didn’t show clear distributions and author groups. 
Further categorizations of authors, e.g. via tags or author 
keywords, might help to classify scientists’ work.    

7. DISCUSSION 
In our project we analyzed academic author recommendation 
based on different author relations in three information services. 
We combined two classical approaches (co-citation and 

bibliographic coupling) with collaborative filtering methods. First 
results and the evaluation show that the combination of different 
methods leads to the best results. Similarity based on users and 
assigned tags of an online bookmarking system may complement 
co-citation and bibliographic coupling. By some target authors 
more important similar authors were found in CiteULike than in 
Scopus or WoS. The interviewees approved this assumption with 
the graph relevance ranking. They and other researchers in former 
studies confirm that there is a need for author recommendation: 
Many physicists don’t work by oneself, but in project teams. The 
cooperation with colleagues of the same research field is essential. 
A recommender system could support them. Our paper shows a 
new approach to recommend relevant collaboration colleagues for 
scientific authors. The challenge will be to combine the different 
similarity approaches. One method is the simple summation of the 
cosine values. The cumulated cosine values provide better ranking 
results for some relevant researchers, but they are not satisfactory. 
Further investigations will be made in a weighted algorithm which 
considers the results of all four cluster. The relations between 
user- and tag-based similarity in a bookmarking system should 
also be considered and tested, e.g. with a graph based approach 
like FolkRank [27] or expertise analysis (SPEAR) [3]. Besides 
this the paper did not study important aspects of a running 
recommender system like accuracy and efficiency. Research has 
to be done on these fields. An issue which may as well be 
addressed is social network analysis and graph constructions. 
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